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1 Purpose of the STSM

Before the STSM, a team of experts in visualization at University of Salamanca, in collaboration
with the Digital Humanities Center at the Austrian Academy of Sciences, created a visual
analysis tool to interactively explore data coming from the Wrterbuch der bairischen Mundarten
in sterreich (WB) historical dictionary. During the process of conception of such tool, several
other computational methods were applied apart from purely visualization techniques. The
prototype tool was recently presented at the TEEM Conference 2016 celebrated in Salamanca
(Spain)[4]. The underlying data format that the tool supported was TUSTEP-XML. Ad-hoc
importers were developed that adapted and imported such textual data into the documental
search engine at the core of the tool. Among the future lines of research that were pointed
out at the end of the paper were those related to the support of other data formats, with the
ultimate aim of connecting different lexicographic sources. Recently, experts at the Center for
Digital Humanities at The Austrian Academy of Sciencies converted the TUSTEP-XML data
to the more general TEI standard. This will allow import/export of the data to external sites
like http://dictionaryportal.eu or others. Another RDF data set from the Biodiversity and
Linguistic Diversity project (also connected to COST-ENeL)[5] was also analyzed. RDF is the
standard used in the Semantic Web, and it is key to make cultural/conceptual connections from
lexicographic data and will be the format used by the prototype in order to connect concepts
between different data sets.

During the STSM, one of the main aims was for the data visualizer to get acquainted with
the new format and its particularities, as well as discovering new processes and key artifacts
used by lexicographers during their work, so the tool can better adapt to the actual needs of the
research processes. All these needs were at the end extracted in the shape of user stories that
adapt to the AGILE software development methodology that is being used in the prototype
tool. The process of requirement extraction is a long and involves a lot of discussion between
the different stakeholders of the project. In this case it was accelerated by means of supportive
software and live coding sessions that will be discussed later in this document.

2 Investigation/Research

A series of steps were followed throughout the scientific mission:

1. Understanding particularities of the RDF and TEI formats

2. Analyzing artifacts and work flows used by lexicographers in their daily work

3. Live analysis/coding sessions

4. Extracting user stories from 2 and 3.

The first two points are related to knowledge acquisition by the data visualizer needed to
orient the following sessions related to points 3 and 4. The first one is linked to the data format
that is used by the academy. The sessions conducted in point 2 are key to understand the work
flows of the lexicographers and thus to create meaningful visualization systems that can help
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them in their daily work. In the following sections we comment each of the sessions related to
each point, and the results obtained at the end.

3 Data Formats

3.1 TEI

As it was previously stated in this document, historical dictionary information has been migrated
to the TEI standard. This format differs substantially from the previously used TUSTEP-XML
format, and we comment these differences in this section. A first overview is given the following
image, which illustrates these differences:

Figure 1: Comparison of the same lemma entry in the TUSTEP (left) and TEI (right) format
representations

New TEI importers for ElasticSearch[2] were developed on-site during the first days of the
STSM. This step was needed for the knowledge-exchange sessions that came the following days.

3.2 RDF

An example subproject was also analyzed during the STSM. This service links scientific names
of certain plants to their common names in different languages. This is a good example on how
to generate cultural connections between different languages and dialects, and will serve as the
basis of graph visualizations in the prototype.

4 Artifact Analysis

Before moving to the coding sessions, it was necessary to understand the nature of the work
lexicographers at the Academy are performing. In Digital Humanities there is usually a big
gap between the different participants in a projects, who are usually related to different areas
of expertise (In our case data visualization and lexicography). Effectively reducing these gaps
involves a great deal of time and effort and it is one of the biggest challenges of the project.

One of the main aims of the research is to visualize cultural connections and expose the
results to third parties. As of now, the process of textual feature extraction is completely hand-
made and time consuming. One of the most repeated tasks is the creation of pivot tables, which
are curated and annotated by lexicographers by harvesting different portions of digitized data.
An example table related to questionnaires linked to the colors subject is presented in Figure 2.

In this table the different lemmas pertaining to color-related questionnaires are represented.
The lexicographers add information on top of the raw data like in columns D (Questionnaire),
E (Question Topic) and F (Question specifier). They usually perform textual searches on the
table and cross the results with entries related to the same lexical root or other textual features.
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Figure 2: A detail of the pivot table generated for data coming from questionnaire no. 53
(farbe)

After this is done, they run statistical analysis and compose histograms and other visual artifacts
that depict the numerical distribution of the result sets. The process is tedious as it is barely
computer-assisted and it can take up to several days of work to reach a meaningful result set.
The process does not stop there and there is one final step in which the researchers have to
compile these sets into a visual artifact. In Figure 3 a histogram in the shape of a word cloud
is presented. On it, frequencies of lemmas pertaining to a textual search for the lexeme rot are
depicted, giving an idea of the nature of the analyzed data. It can be clearly seen what are the
most common terms (rot-red) or (rte - redness), but also unexpected words as “weikernecht”.

Figure 3: A manually-generated word cloud representing the result set for the textual search
“rot”

By understanding the process of creation of these tables, the data visualizer was able to
create examples that replicated the aforementioned work flow by means of applying different
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computer-assisted methods. This greatly improved the times involved in the creation of visual
artifacts like the one in the image, and fostered the prompt arrival at meaningful conclusions
during the live coding sessions that took place in the following days of the STSM.

5 Live sessions

During the prepared live coding/analysis sessions the data visualizer showed examples to the
team of lexicography experts in order to foster knowledge extraction out of the recently imported
data sets and with the aim of acquiring insight on them. During these sessions, the data
visualizer created ad-hoc interactive examples according to the flow of the ongoing discussion.
The tools used were 1. The D3.js visualization library[1] and 2. Kibana[3]. In the following
lines the most relevant examples are presented:

5.1 Meaning/Lemma Network

During the first session, the discussion led to the analysis of semantic groups of lemmas, as it
was one of the missing key features that the existing prototype lacked. In this example, the
most common meanings in the database were analyzed by means of a network graph, which
shown how different lemmas were related to the same meaning. This type of network analysis
is of proven efficiency in study of dialectal data and linguistic accidents in general[6], [7]. A
screen capture of the results is presented in Figure 4:

Figure 4: Comparison of the same lemma entry in the TUSTEP (left) and TEI (right) format
representations

In this representation each node of the graph can be one of three different categories, adopt-
ing a specific color for each case:

1. Meaning, represented with dark blue color.

2. Lemma, represented with orange color.
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3. Both, represented with light blue color.

The lines between the nodes represent a connection between a lemma and a specific meaning,
denoting that an entry relating the two exists in the dictionary database. The thickness of the
edge encodes the number of entries found, so the thicker the line the bigger the number of
different sources is for a certain meaning-lemma pair.

As a result of the application of this technique, different lexical groups could be visualized
and explored. As it was expected, each unit is formed by a central meaning connected to several
different lemmas. In the figure we see the label for the meaning unit of ferkelkmmerer, which
is the first piglet of a litter. In the example it is also shown how this lexical group is connected
to others through lemmas connecting in turn with other meaning. In the code example it could
be verified that the lemma gaumen connects the semantic units of ferkelkmmerer and schauen.
This shed some light on the possibilities and applications of new versions of the prototype that
treated with this kind of network analysis in ways that are useful for the lexicographers’ research
tasks.

5.2 Dictionary Data Metrics

Another tool that was used to analyze other aspects of the historical dictionary data was Kibana.
This tool works in parallel with the textual search engine and displays metrics and other useful
information that help stakeholders to form a mental image of the nature of the data, as it was
explained in section 4.

In our approach we were able to provide visual representations of the different result sets
related to textual queries performed by the lexicographers. In opposition to the manual methods
usually employed by the lexicographers, this methodology greatly reduced the times (from hours
to just minutes) needed to reach a visual representation. In Figure 5 a result set for the most
common meanings is presented. Once the system was set-up and running, it was just a matter
of seconds to arrive to the results depicted in the image.

Figure 5: Histogram depicting the statistical distribution of the 10 most popular meanings in
the data set

Not only it was possible to display general metrics represented in visual, easy-to-understand
ways in short times but also we could perform textual searches that mimicked those of the
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lexicographers. For instance, we were able to replicate some of the examples we introduced
in previous sections by employing full-text queries on the data set. In Figure 6 we illustrate
the query, which retrieves all the entries related to questionnaires starting by “53” (related to
color). With this result set we create a histogram representing the different distributions for
the two represented dimensions (lemma and questionnaire number).

Figure 6: Full-text query that retrieves all the entries for questionnaires starting by 53 (left).
On the right, the visual representation of the result set

In the visualization it can be seen what the most popular lemma is (grn-green) and what
questionnaires these entries belong to (53D7, 53D7(a) and 53D7(b)).

6 User Stories

During the course of the STSM, the different stakeholders were able to identify and refine
several user stories that will be converted into software requirements, which in turn will be
coded as features in the next version of the visual exploration prototype currently being built.
Of special importance are those related to the lexicographers, which are listed below in the
following listing:

As a humanist I want...

• to represent time stamps of my result set because the temporal evolution of an entry is
relevant to my research.

• to know how words referring to the same concept change over time in certain area because
the information reveals in cultural context how conservative a dialect region is.

• to run statistical analyses (i.e. frequencies, distributions, deviance) on the result sets
because I want to have a numerical overview of the results.

• to represent uncertainty in time stamps (i.e. 19xx; 19x[25-27]; (1936+1978), persons,
locations of my result set and correlate entries according to other dimensions because
completing the gaps in terms of missing information in the data and filling them.

• to select and extract terms or parts of terms of my results set, group them accordingly and
display them on a map and see how they evolved in time because they show the diversity
in Bavarian dialects.
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• to show the evolution of terms of my result set on a map because pronunciation features
are indicative of the historical dialect areas.

• perform a search on mainlemma, lautung, sense and group search results by their pronun-
ciation because to find out if similiar terms have similar/different meanings and how these
relate to time and/or place and/or person in order to discover/validate dialect areas.

Although some of the most important of these user stories were treated during the STSM,
others could not be addressed given the limited length (5 working days) of it and thus they will
be studied in the following months when the first, most basic ones have been completed.

7 Conclusions

The STSM presented in the previous sections supposed a great achievement for the writer of this
document in the understanding of some of the most basic work flows in modern lexicography.
The possibility to stay at the Academy of Sciences working along many of the experts has been
key to further develop my cognition and interpretation of the work related to the dictionary
assembly and curation processes, as well as all the parallel work related to the them. By
further examining the new data formats and user stories, it will be possible to connect historical
dictionaries data with other data sets coming from other European languages and institutes, in
an attempt to visually represent all the linguistic richness within the Union.

References

[1] D3.js home page.

[2] Elasticsearch home page.

[3] Kibana home page.

[4] A. Benito, A. G. Losada, R. Therón, A. Dorn, M. Seltmann, and E. Wandl-Vogt. A spatio-
temporal visual analysis tool for historical dictionaries. In Proceedings of the Fourth In-
ternational Conference on Technological Ecosystems for Enhancing Multiculturality, TEEM
’16, pages 985–990, New York, NY, USA, 2016. ACM.

[5] O. A. der Wissenschaften (AW). Biodiversity and linguistic diversity project, 2016.

[6] W. J. Heeringa. Measuring dialect pronunciation differences using Levenshtein distance.
PhD thesis, Citeseer, 2004.

[7] T. Mayer, J.-M. List, A. Terhalle, and M. Urban. An interactive visualization of crosslin-
guistic colexification patterns. 09: 00–10: 30–Morning Session, Part I 09: 00–09: 10–
Introduction 09: 10–09: 40 Thomas Mayer, Johann-Mattis List, Anselm Terhalle and
Matthias Urban, An Interactive Visualization of Crosslinguistic Colexification Patterns,
11(15):1.

7


	Purpose of the STSM
	Investigation/Research
	Data Formats
	TEI
	RDF

	Artifact Analysis
	Live sessions
	Meaning/Lemma Network
	Dictionary Data Metrics

	User Stories
	Conclusions

