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(A) More than 450 000 dictionary entries 

 Grimm, Etymological Dictionary (Pfeifer), DWDS-

Sync (i.e. WDG+Duden) OpenThesaurus, GermaNet 

(B) Corpora (4 billion tokens) 

 Reference corpus (20th c.)., Deutsches Text- 

archiv (17-19th c.), newspapers (Bild, SZ,  

Welt, Spiegel, Zeit…), CMC-corpora 

(C) Word statistics 

  Time lines, word sketches 

 

 

 

    - sources 



   – views and panels (dwds.de) 



Panel: DWDS-synch dictionary 



2.a Motivation 

• maintenance of examples in legacy dictionaries 

(replace outdated examples, add more 

examples, more genres) 

• polysemous entry: map the example sentences 

to the appropriated dictionary senses by using 

ML techniques 

• specific motivation: 50,000 “skeleton entries” 

from Duden-99 are to be integrated into DWDS-

system. 

• However: Duden does not grant the right to 

publish the dictionary examples 



2b. Resources WDG (Duden) 

• a large monolingual legacy dictionary for 

German (WDG, 1964-1977)  

– WDG: for each sense: definition, synonyms, 

constructed examples and (possibly) outdated corpus 

examples;  

– 90.000 full entries (235.000 usage examples/patterns) 

• a sketch-engine like database of German 

collocations (Wordprofile, 12 million collocations, 

based on DWDS-corpus (2G tok; logDice > 0) 

• GdEx sentences extracted from DWDS corpus 

(Kilgarriff 2008, Didakowski 2012, for German)  



2c. Method (1/3) 

• step 1: select keywords in dictionary 

• step 2: compute GdEx for each keyword 

• step 3: Init Knowledgebase: extract+lemmatize 

(A,N,V) for each sense of each keyword 

• step 4: Enrich knowledgebase 

– compute set of all collocations for all (A,N,V) 

– (compute synsets, hyp(o|-er)nyms with GermaNet) 

• step 5: sense annotation by hand for each GdEx 

• step 6: determine best sense (LESK, MEC)  



2c. Method (2/3) 

step 6: determine best sense (LESK, MEC)  

– LESK1: the max. number of intersecting words 

– LESK2: the max. of sum of logDices  

– MEC: a Maximum Entropy Classifier (Nigam 1999) to 

learn the correct mapping between example sentence 

to its sense number based on hand labeled sense 

annotations. 

• MEC estimates the probability of a sense for a given 

example 

• (the sense with the max. probability is then selected)  



2c. Method (3/3) - Maximum 

Entropy Classifier 

• Formally, the probability of a sense s for a given 

example e is defined as p(s|e) = ew * Z with a 

feature vector, a weight vector w and the 

normalization constant Z. 

• The features are extracted from the Word 

Profiles of (A,N,V) in e and s. Each feature is the 

sum of the weights of WordProfile for (A,N,V)  in 

e and s 

• We find the optimal weights by maximizing the 

joint probability over a training set of sentences 

with hand labeled senses. 

 



Experiment 

• step 1: select keywords 

• 100 highly polysemous words from WDG (75 

nouns, 25 verbs) from the WDG with a total of 

857 senses (314 main senses).  

– nouns: Schloss (2), Mutter(2) ... Grund (5),... Satz(8) 

– verbs: kosten (2), scheinen (2), ... anstellen(6), 

anschließen (6) 



Experiment 

Example: w= Grund (ground, reason...) 

sense: I.1.: "Boden" 

sense: I.1.a) has 1 def. and 3 examples: 

– Erdboden 

– fetter, magerer, lehmiger, trockener, sandiger, 

steiniger, unebener Grund 

– auf festem, schlüpfrigem Grund stehen 

– etw. bis auf den Grund(völlig) zerstören 



Experiment 

step 3: select GdEx  

• step 3a: extract content words + lemmatize  

• step 3b: hand-labelling with WDG senses 

• 20 examples for each keyword => 2000 

examples 

• 2 annotators (inter annotator agreement: kappa 

= 0.88 for main senses).  



Experiment 

• step 4 : compute enriched knowledge base (with 

collocations) 

 

• step 5: LESK1, LESK2, ML-method (training set 

on 50 keywords/1000 examples), evaluation on 

the remaining 50 keywords/1000 examples  



Preliminary Results 

• Baseline 11.67% (100/8.57) 

• LESK1: 31.17%; LESK2 ~ 32 % 

• MEC: 43% for verbs, and 52% for nouns  

• homographs are recognized with much higher 

precision (up to 90%) than entries with a fine-

grained sense distinction.  

• The lower accuracy for verbs: WDG frequently 

uses only placeholders (such as s.o., sth.) in its 

sense descriptions. 

 



Future work 

• Add (synset/hyp(o|er)nym information from 

GermaNet 

• use phrases as features 

• WDG has few corpus examples, and if so, with 

very short context 

 Apply method on WDG+ (i.e. WDG + 10GdEx-

examples for a given key-word); apply algorithm with 

the remaining 10GdEx. 

• Apply method to “legacy”-Duden-99 


